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Disclaimer: This report is not an official 
publication of the Munich Security Conference 
(MSC). The contents of this paper do not purport 
to reflect the opinions or views of the MSC and 
is meant to provide input to and stimulate the 
debate at the MSC.

The world is undergoing a 
profound geopolitical and 
technological transformation. 
Artificial Intelligence has 
changed defense, and post-
quantum cryptography will be 
essential to protecting its future.

This report provides leaders 
with a roadmap to navigate this 
critical juncture and harness 
the potential of technology to 
safeguard Europe’s strategic 
autonomy and resilience.
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Securing the future of our democracies requires proactive 
steps, as conflict will persist, adversaries will mobilize,  
and AI and QC will continue to evolve. To best prepare for 
future challenges, we can call on the strategic, innovative, 
and technological excellence available in the industry to: 

Foreword
  Andreas Conradi,  
Head of Defense Europe  
& Executive Vice President, Capgemini 

National security and defense have never been more  
critical in the face of unpredictable, rapidly evolving 
threats. And it is the role of cutting-edge technologies, 
seamlessly integrated across every aspect of defense, that 
is enabling the industry to address emerging challenges 
with unmatched agility and precision. 

The concept of ‘software eats defense’ underscores the 
growing importance of software and digital solutions as 
strategic drivers of innovation. Governments and armed 
forces now face not only traditional weaponry but also the 
weaponization of technology—tools readily exploited by 
adversaries and increasingly embedded within domestic 
security infrastructures. Staying ahead and securing 
the future calls for a forward-looking vision where 
digital solutions are central to strategic advancements, 
enhancing capabilities, resilience, and agility in a rapidly 
evolving landscape.

Nowhere is this more evident than in the emergence of 
artificial intelligence (AI) and quantum computing (QC).  
In a relatively short time, the velocity and volume at which 
AI processes information have become critical to military 
decision-making, serving as a guiding force in helping 
armed forces navigate the fog of war. Meanwhile, QC is a 
rapidly emerging technology capable of obliterating even 
the most robust security defenses by today’s standards.

The convergence of these disruptive yet transformative 
technologies provide national defense with two invaluable 
assets. However, it also presents adversaries with two 
powerful tools for attack—attacks that can unfold quickly, 
are difficult to detect, and can cause widespread damage  
in an instant.

To capitalize on the opportunities presented by AI and 
QC, while future-proofing defense capabilities, we need 
to operate with the most stringent security standards. 
Understanding the origins and training of AI, as well as 
ensuring it remains immune to adversarial influence,  
is more critical than ever. With the arrival of QC on the 
horizon, we should confidently act to secure critical and 
sensitive information. This should not be measured by  
today’s encryption standards, but rather with the question: 
“Is this ‘quantum safe’?”

Accelerate innovation and embrace 
transformative technologies like AI and QC

Strengthen technology sovereignty to create 
the right conditions for technology to thrive

Enhance trust and interoperability by 
maintaining the highest security standards

Act with urgency to ensure readiness for the 
future state of conflict

Dr. Benjamin Schulte,  
Strategy & Innovation Lead Defense 
Europe, Capgemini

The transformation of defense and security, driven by  
new software-defined capabilities, is characterized by  
a critical tension: the imperative for openness and rapid 
experimentation with emerging technologies clashes 
with the necessity of securing these advancements 
against adversaries, inherent risks, and new occurring 
vulnerabilities. Proactive adoption and continuous 
innovation are vital to deter aggression, protect our 
democracies, and ensure enduring security in an 
increasingly complex world. 

While new technologies should be explored and integrated 
swiftly, safeguarding their integrity and operational 
security is equally essential. Against this dynamic backdrop, 
our report examines the transformative potential of AI and 
quantum technologies in defense, emphasizing how AI can 
revolutionize decision-making and autonomous operations 
while quantum advancements promise unbreakable 
encryption and enhanced secure communications.
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Executive summary

Our world is in the midst of profound societal, 
technological and geopolitical change. European leaders 
are being required to rethink their strategy to reflect a shift 
to a multipolar world, the re-emergence of high-intensity 
conflict, and the transformative impact of technology on 
security, strategic autonomy, and European resilience. The 
stakes are high, with implications ranging from strategic 
planning and innovation management to battlefield tactics.

The notion of “software is eating the world” also holds 
true for defense and security as the recent events in Ukraine 
have demonstrated. Thus, it can be said that “software 
is eating defense”, with a growing appetite and ever-
accelerating pace. Defense innovation historically focused 
on hardware, especially platform centric capabilities such 
as tanks, aircraft, and ships. 

Today’s alpha and omega is the interplay of software-
defined and hardware-enabled capabilities, shaping future 
systems, operations, and decision-making. This shift 
unlocks unprecedented opportunities and introduces new 
vulnerabilities that should be proactively managed. The 
transformative power of Artificial Intelligence (AI) and 
the emerging threats from quantum computing demand 
an urgent, coordinated and strategic response. Without 
robust defense, societies face greater risks of manipulation, 
threatening stability, sovereignty, and democracy.

Artificial Intelligence is transforming the operational 
landscape across critical domains, serving as a catalyst for 
national security, public safety, infrastructure resilience, 
and crisis management. It enhances decision-making, 
situational awareness, and predictive capabilities, reshaping 
how governments, organizations, and industries address 
security challenges. AI brings with it complex challenges 
related to data management, supply chains, cybersecurity 
and human oversight, demanding increasing attention to 
the secure uses and implementation of the technology.

In parallel, post-quantum cryptography (PQC) offers 
the protection of the digital foundation upon which AI 
and other critical systems rely. As quantum computing 

advances, it threatens current cryptographic systems, 
endangering secure communications, critical infrastructure, 
and operational continuity. Unlike AI, PQC may not 
revolutionize security operations but provides the essential 
backbone for safeguarding their integrity. The interplay 
between these technologies is clear: while AI catalyses 
transformative capabilities, its effectiveness depends on 
the foundational security provided by PQC. Without this 
protection, AI’s power to enhance security and resilience 
becomes a potential liability.

Europe’s strategic autonomy in a multipolar world will 
hinge on its ability to navigate the convergence of AI’s 
transformative impact and PQC’s protective potential. 
The secure integration of these technologies will ensure 
seamless coordination among allies and fortify Europe 
against hybrid threats and adversarial capabilities. As 
digital transformation accelerates, the interplay between 
AI and PQC should be harnessed to strengthen Europe’s 
technological sovereignty and resilience.

This report assesses the security implications of AI 
integration and PQC adoption in defense and security, 
emphasizing their interconnected roles in securing 
Europe’s strategic future. It concludes with actionable 
recommendations for Europe’s political, military, and 
industrial leaders to:

Our world is in the midst of profound societal, 
technological and geopolitical change. 

Accelerate innovation and 
operational integration.

Strengthen technological sovereignty.

Enhance trust and interoperability.
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Accelerate innovation and integration

Enhance trust and interoperability

Strengthen technological sovereignty

Target Audiences

Target Audiences

Target Audiences

Summary of 
recommendations

Adopt a balanced approach between risk-tolerance and ethics 
to testing emerging technological solutions

Adapt procurement procedures to the short development 
cycle of information technologies

Train and develop AI systems with realistic, high-quality synthetic data

Increase domestic production of critical components to reduce 
external dependencies

Task an EU agency to coordinate and centralize expertise, streamline 
adoption, and drive standardization in emerging technologies

Improve the training and anticipate the need for security and defense workforce 
in line with the requirements of a rapidly evolving technological landscape

Develop a transatlantic “common data strategy” to facilitate 
the sharing of AI training data

Develop a transatlantic shared approach to AI and quantum ethical 
development and use

Establish a standardized, robust AI development and management 
framework for interoperability between allies

Key Armed forces Policy-makers Defense industry
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General (ret.) (OF-9) Eric Autellet 
Former Major General of the French 
Defense Staff

We stand today at a critical juncture, witnessing a 
convergence of societal transformations, technological 
breakthroughs and geostrategic changes. Europe’s strategic 
context is undergoing a significant transformation and 
evolving dynamics which require new mindsets, strategies 
and partnerships. While some principles remain unchanged, 
tangible aspects like recent technological advances (AI, 
cloud computing, big data), changing geopolitical context, 
and societal development are transforming the security 
and military sphere. 

Power and interactions are shifting from global to regional 
scales, redefining international relations and prompting 
leaders to prioritize regional security, 
autonomy and resilience.

The integration of emerging technologies without 
strategic foresight risks undermining Europe’s sovereignty, 
potentially leading to serious technological and strategic 
disruption. A balanced and cohesive approach to 
technology deployment is therefore essential. 

The increasingly widespread use of digital assets is 
now enabling permanent competition, unexpected 
confrontations and new ways of fighting. Europe has yet 
to master the digital domain, which will be the next arena 
for confrontation and war between states. In the near 
future, the bloc’s efforts must focus on on mastering new 
technologies, in particular the transition to post-quantum 
cryptography, ensuring that it is not caught off-guard by 
progress in this domain. It is also urgent to cohesively map 
European research and development efforts to address 
these challenges head-on.

Europe at a   
 technological 
crossroads
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Introduction
Is software eating defense?
The world is undergoing a profound transformation driven 
by rapid technological change. Technology is reshaping 
society and accelerating change at an unprecedented pace, 
bringing both significant benefits and challenges. As global 
power dynamics shift, nations race to secure an edge in 
this new context of high intensity and high technology. 
The military domain is increasingly defined by software. 
While tanks, aircraft, and ships were once the core focus 
of innovation, software now drives transformation, 
shaping operational systems, decision-making processes, 
and overall defense strategies.

Where should we focus today to secure our way of life in 
the future? New challenges arise every day, some of which 
may not have even been envisaged just a few years ago. 
Are we sufficiently aware of these changes, and, more 
importantly, able to tackle them effectively? What can 
we do today to mitigate future threats?

Time to act 
This report addresses the strategic, future-defining 
challenges posed by secure AI and PQC for security and 
defense, offering a roadmap for political, military, and 
industrial leaders to act decisively to secure Europe’s 
future. It provides a comprehensive understanding of 
current and emerging challenges and presents actionable 
recommendations to inspire proactive measures. As 
Benjamin Franklin aptly noted, “By failing to prepare, 
you are preparing to fail.” The time to act is now.

AI: transformation or upheaval?
AI is transforming the operational landscape in numerous 
areas, acting as a catalyst for innovation. To enable 
it to continue being driving force for innovation and 
transformative change in national security, public safety, 
infrastructure resilience and crisis management, its uses 
should be secured in the long term. 

However, this technological advance also introduces 
complex challenges ranging from AI-powered cyber-attacks 
to algorithmic biases, either inherent to the data used to 
train AI systems or maliciously introduced by adversaries 
to “poison” the data and render the AI ineffective. Secure 
implementation of AI-driven systems is thus fundamental 
to mitigate associated risks and ensure that AI improves 
operational efficiency while protecting and being protected 
against potential vulnerabilities. These foundational 
transformations are forcing a profound rethink of our 
security and defense.

The future of European security  
hinges on our mastery of 
transformative technologies. 
AI and quantum innovations  
hould be deployed with precision 
and responsibility.”

Dr. Cara Antoine  
Chief Technology, Innovation & Portfolio 
Officer / Executive Vice President | 
Capgemini 

It is essential to balance investments 
in Gen AI with those in cybersecurity 
and quantum technologies to 
address current risks effectively.”

Patrice Duboé 
Executive Vice President / Chief  
Technology & Innovation Officer -  
Aerospace & Defense, Capgemini
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Quantum: the next challenge 
 
The evolution of the AI-augmented battlefield makes 
secure communication essential. PQC will play a pivotal 
role in securing the digital infrastructure that AI and 
digital systems rely on against emerging threats posed 
by quantum capabilities. While these applications for 
now remain theoretical, they hold the potential to 
disrupt secure communications on a massive scale, 
rendering current encryption protocols obsolete and 
jeopardizing military operations. PQC will provide the 
necessary foundation for maintaining the integrity 
the digital backbone of future operations.

Quantum computing could render secure communication 
impossible overnight. Command would thus no longer 
be possible and secure operations would collapse. 
Such a catastrophic scenario is not inevitable. PQC can 
be deployed now on IT and communications systems, 
reducing the threat to data lost now and systems in the 
future. PQC operates on classical rather than quantum 
computers, and thus provides a practical solution today 
to address the significant threats posed by tomorrow’s 
quantum and computation power advances.

This report will examine these two key trends, their 
potential impact on the future of software-defined 
capabilities, and the strategic responses leaders should 
consider capitalizing on opportunities while addressing 
associated risks. Drawing on qualitative research, 
including expert interviews with distinguished defense 
professionals from European armed forces, NATO, 
the European Defense Agency, and technology and 
innovation experts at Capgemini, the report will offer 
actionable recommendations for strengthening AI 
security and safeguarding quantum technologies 
in the years to come.
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Securing AI to 
secure Europe 
AI is a catalyst for transformation and has led to a 
revolution in national security, public safety, critical 
infrastructure, and military operations. It enhances 
decision-making, situational awareness, and predictive 
capabilities, enabling proactive responses to evolving 
threats. AI applications span autonomous systems, 
targeting and decision support, predictive analytics, 
and cyber defense, among others. 

The conflicts in Ukraine and the Middle East have 
highlighted the growing pervasivness of AI and its 
accelerated integration into a variety of systems 
and platforms, such as Unmanned Aerial Vehicles 
(UAVs), targeting processes, or the analysis of satellite 
imagery. The conflicts in Ukraine and the Middle East 
have showcased the increasing pervasivness of AI and 
accelerated integrationinto into a variety of systems 
and platforms, such as Unmanned Aerial Vehicles 
(UAVs), weapons targeting systems, or the analysis 
of satellite imagery. This chapter looks at current 
and upcoming applications of AI and focuses on 
how to ensure safe and secure uses of AI.

Four elements of AI

Hardware

Connection

Software

Data

Disks, computers, chips

Networks

Algorithms, models

Text, figures, images etc

Artificial Intelligence refers to the ability 
of machines to perform tasks traditionally 
requiring human intelligence, such as recognizing 
patterns, learning from experience, drawing 
conclusions, making predictions, or generating 
recommendations. These applications may guide 
or alter the behavior of autonomous physical 
systems (like automated vehicles) or operate 
entirely within the digital domain (e.g. ChatGPT), 
with autonomy ranging from partial human 
intervention to full independence post-activation.

Source: U.S. Department 
of State (2023)
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AI applications in security  
and defense

Artificial intelligence is already a major tool in a range of 
critical security and defense areas. It is already transforming 
all operational domains (land, sea, air, space, cyber, 
electromagnetic spectrum) and the way missions are 
conducted (from anticipation to detection and reaction). By 
multiplying effects (e.g. swarming) and increasing battlefield 
transparency, AI is offering added value across all functions. 
Its applications span military operations, military support, 
disaster prevention and humanitarian aid, intelligence, 
homeland security and border management.

AI will specially improve decision support in all the areas 
of security and defense. At the strategic level, AI will be 
able to analyze action plans, issue early warnings and help 
produce simulations to guide operational planning. At 
the operational level, it already processes intelligence 
to prioritize and validate targets. At the tactical level, 
AI provides real-time data and actionable intelligence 
to optimize immediate responses.

As AI continues to mature, we 
can expect further disruptions in 
military operations. The journey 
towards AI integration is already 
well underway.”

Dr. Bryan Wells
NATO Chief Scientist

The conflict in Ukraine:  
a testbed for AI 
 
AI is playing a central role in supporting 
Ukrainian forces in intelligence, operational 
support and targeting. In the field of counter-
espionage, AI systems, in collaboration 
with companies such as Palantir, analyze 
vast datasets to identify threats to national 
security, flagging suspicious behavior of 
Ukrainian citizens or their potential links 
with Russia. Moreover, AI is integrated 
with voice translation tools that process 
intercepted enemy communications, 
extracting actionable intelligence to 
anticipate adversary movements.

In the field of operational support, the 
Operations Centre for Threat Assessment 
(COTA), leveraging AI, integrates various data 
streams, providing real-time information 
to guide logistics and strategy. Finally, AI 
improves target acquisition, analyzing drone 
and social media data to locate and neutralize 
targets of strategic value on a daily basis.
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Online threat 
detection

Operational 
simulations

Intelligence  
processing  
and analysis

AI agent
Complex 
decision 
support

Supply chain 
optimization

Drone swarmingPredictive 
behavior

Autonomous 
cyber attack 
response

C2 automation

Now New Next

Risks to secure AI uses 
and mitigation strategies
AI impacts all operational domains, military functions if 
not the very nature of warfare. Securely implementing and 
using AI poses specific challenges linked to technology, 
people and process. This also requires a clear balance 
between the need to rapidly implement AI in the fields 
of defense and security while navigating the challenges 
related to this implementation. These challenges can be 
structured in four main categories: cybersecurity, supply 
chain security, data, as well as expertise and human 
resources, and require targeted mitigation strategies.

Current, emerging, and future AI applications
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Challenges and mitigation strategies
 
Key challenges to the integration of AI in defense and security can be tackled by a 
number of mitigation strategies, structured in four main categories: cybersecurity, 
supply chain security, data, as well as expertise and human resources.

Domain Challenge Mitigation strategy

System 
security

AI is vulnerable to attack • Harmonize security standards to mitigate threats 
on AI systems, including model poisoning, oracle attacks, 
and input perturbation

• Increase collaboration between the public and private 
sectors to strengthen AI against adversarial attacks and 
improve the cyber security of hardware and software  
from the R&D to the implementation phase

Supply chain 
security

Strain on the  
supply chain/disruptions  

• Invest in developing European semiconductor production 
capabilities to reduce external dependency.

• Encourage partnerships with European industry, 
academia, and research institutions to mitigate risks 
from strategic competition

Data • Lack of quality and 
quantity of data  

• Difficulty obtaining and 
sharing data (encrypted, 
classified, incomplete)

• Data requiring advanced 
storage and processing 
capabilities 

• Data poisoning 

• Develop a sovereign Cloud for securing sensitive data while 
guaranteeing compliance with national security protocols

• Integrate, in the future, fully homomorphic encryption, 
enabling classified data to be shared and processed 
securely without decrypting

• Create data centers to meet the sector’s growing 
computing and storage needs.

• Use synthetic data in situations where it is impossible to 
obtain data, in particular to anticipate future scenarios

Expertise 
and human 
resources

• Cognitive biases 
(e.g. automation bias)

• Excessive reliance 
on AI outputs

• Obligation to respect 
international 
humanitarian law

• Maintaining meaningful 
human control over the 
use of force

• Necessity to trust 
the AI system

Enhance human oversight and  
expertise through: 

• (Re)training programs
• High-level expertise cultivation
• Integration of technical specialists 

into military and security operations
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Cyber and supply chain security 
 
The secure implementation of AI for defense and security 
faces important obstacles in cybersecurity and supply 
chain security. For instance, hostile actors could exploit 
vulnerabilities in AI systems through deceptive data inputs 
(“data poisoning”) during the development stage, or by 
targeting the model itself.1 Because these techniques are 
not only persistent and evolving threats, but also highly 
sophisticated and difficult to detect, NATO’s AI Strategy 
highlights that they put critical infrastructure and sensitive 
operations at risk.2 

Rising global demand for semiconductors and microchips 
further strains AI supply chain security, as production is 
limited by long lead times, complex and capital-intensive 
design and manufacturing processes, and can be subject 
to geopolitical tensions.3 The high costs associated with 
designing new chips mean that economies of scale are 
essential, leading to the concentration of production 
between a few leading companies. A few countries 
dominate these supply chains, raising concerns about 
reliance, strategic leverage, and espionage. The U.S., for 
example, has restricted exports of advanced chips and 
manufacturing equipment to China,4 highlighting the 
importance of controlling critical supply chains for the 
secure use of AI in security and defense, especially for 
states without independent supply chains of their own.

AI systems’ security should be strengthened throughout 
their lifecycle. This includes fortifying AI against hostile 
actors’ attacks and improving the (cyber) security of the 
associated hardware and software. Governments are 
investing heavily in domestic semiconductor production to 
reduce dependence on foreign suppliers.5 The European 
Union’s adoption of the €43 billion European Chips Act, 
which aims to produce 20% of the world’s semiconductors 
by 2030 in the EU, is one such example.6

Cooperation between the public and private sectors is 
essential to securing AI for security and defense. NATO’s AI 
strategy highlights partnerships with industry, academia, 
and research institutions to advance technological 
capabilities, safeguard intellectual property, and mitigate 
risks from adversarial use or strategic competition.7 
These efforts, aligned with the Munich Security 
Conference’s call for strengthened semiconductor  
and AI coordination, aim to foster innovation and ensure 
Europe’s access to vital AI components.8 

We need to get end users 
and operators into capability 
development, for clearer  
operational needs and agile 
capability development with direct 
feedback from the theater. This 
means rethinking how we develop 
software-defined, hardware- 
enabled capabilities.”

Dr. Benjamin Schulte
Strategy & Innovation Lead Defense Europe, 

Capgemini

Europe needs to strengthen its 
European champions to remain 
digitally sovereign.”

Dr. Christian Weber
Principal, Partner Lead and Client Manager 
Defense, Capgemini Insights & Data Germany

Integrating the results of start-ups  
into the traditional procurement  
and industrial world remains 
a major Challenge.”

Andreas Conradi
Head of Defense Europe / Executive Vice 
President, Capgemini
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A commonly used solution to  
mitigate paucity of data is the use  
of synthetically generated data.”

Dr. Mark Dorn
Director Defense, Cambridge Consultants 

Data 
 
Data is another major challenge, first and foremost the 
quantity and quality of available data. Training military AI 
systems relies on accurate, relevant and AI-ready data for 
the adequate fulfillment of their functions, but this can 
be difficult to obtain.9 Furthermore, the vast quantities of 
data generated (for example by sensors and collaborative 
combat operations) require advanced storage and 
processing capabilities, which are not always available, 
especially at the edge. These limitations pose significant 
operational challenges on platforms such as submarines, 
tanks, and other vehicles where computational resources 
are highly constrained. Military AI systems depend on 
access to encrypted or classified data, which adds another 
layer of complexity and raises the question of who can 
access and use this sensitive data. Finally, the risks of data 
poisoning and adversarial manipulation—where attackers 
corrupt training or test datasets to reduce the performance 
of AI models—further raise the stakes because of the 
grave consequences that erroneous AI outputs can have 
in military settings.10

 
One solution is to develop sovereign cloud infrastructure11  
to secure sensitive defense data in compliance with 
national and regional security protocols.12 The future 
integration of fully homomorphic encryption is another 
significant step, as it will enable classified data to be shared 
and processed securely without decryption, protecting 
critical information even in cooperative situations.13 The 
creation of vast data centers with a capacity in excess of 
one gigawatt is another crucial milestone towards meeting 
the sector’s growing computing and storage needs. These 
facilities would make it possible to process operational data 
at an unprecedented scale, while guaranteeing its security 
and availability.14 Investing in these strategies could 
vastly improve data security management and lay a solid 
foundation for the implementation of secure AI across 
the defense and security sectors.

The use of synthetically generated data effectively 
addresses many challenges. It can fill the gap where  
real data is unavailable or provide lower-classification 
data for initial model development, enabling a smoother 
transition to higher-classification environments. 

Additionally, synthetic data is often indispensable for 
preparing AI to handle real-world scenarios that have yet to 
occur, such as zero-day cybersecurity threats. By simulating 
battles or unprecedented situations, synthetic data enables 
training for both AI systems and personnel. To be effective,  
however, this data should closely mirror real-world 
conditions, requiring a high degree of “equivalence”  
to ensure reliability.15
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Expertise and human resources
 
The integration of AI decision-support systems into military 
and security applications raises issues around human-
machine interaction. Secure AI implementation requires 
high ethical, legal, and human decision-making standards, 
which should provide the flexibility required to continually 
incentivize and nourish innovation rather than stifle it. 

Key concerns center on human control over the use of 
force and the mitigation of cognitive biases, such as 
over-reliance on automated systems while disregarding 
contradictory information (automation basis), which may 
distort decision-making.16 Operators may inadvertently 
ignore the legal and strategic implications of their decisions 
and cause errors or unintended outcomes. Integrating AI 
will also expand internal attack surfaces, as personnel may 
misuse AI.17 On the technology end, AI systems can have 
difficulty adapting to dynamic wartime conditions.18 The 
U.S. DoD’s Project Maven is a case in point, struggling to 
independently identify an enemy vehicle under different 
weather conditions than those it was originally trained 
on.19 AI adoption in a military context risks contravening 
international humanitarian law, in particular the principles 
of distinction, necessity, humanity and proportionality, 
which underpin the lawful conduct of hostilities.20 

Strategies to enhance human oversight and expertise 
should be developed, complemented by the right skillsets 
for military and civilian operators to responsibly interact 
with AI. At the transatlantic level, NATO has, for instance, 
set up a Data and Artificial Intelligence Review Board 
(DARB) to provide common standards for interoperability 
and principles of responsible use of AI.21 

Strategies will also imply implementing retraining 
programs, cultivating high-level expertise and further 
integrating technical specialists into military operations 
to ensure that AI applications comply with national, 
international and humanitarian law, and also with 
specific rules of engagement,22 and developing a global 
culture of documented research and evidence-based 
decision-making.23 

In defense, the trust factor is crucial.  
Soldiers and military personnel need  
to trust the AI systems they’re using,  
just as they would trust any other 
tool in combat. That’s why it’s 
important to invest in AI literacy 
and ensure users understand how 
to use these systems responsibly.”

Martijn van de Ridder MSc 
Vice President | Lead Data & AI Defense 

Europe
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NATO’s view  
on artificial 
intelligence

In the continually evolving landscape of modern warfare, 
operational success hinges on effective connectivity 
and authoritative data management. Recognizing this 
imperative, NATO has embarked on a comprehensive Digital 
Transformation initiative. By 2030, this transformation will 
empower Multi-Domain Operations through enhanced 
interoperability, heightened situational awareness, and 
data-driven decision-making. AI emerges as a critical enabler, 
ensuring the adaptability and readiness of the Military 
Instrument of Power in the face of future military challenges.

One primary objective is the development of new platforms 
and systems, fostering interoperability, and creating a 
unified ecosystem where all allies have equitable access 
to AI capabilities. This will be achieved through expanded 
AI access, introducing novel services to the existing service 
catalogue, including AI-enabling services (data availability, 
AI Infrastructure as a Service, AI Platform as a Service) 
and AI services based on Commercial Off-the-Shelf (COTS) 
AI products and accessible Large Language Models (LLMs).

Specific AI/Machine Learning models are being developed 
for advanced threat detection. Concurrently, investments 
are being made in counter-AI technologies to safeguard 
the integrity and correctness of AI-supported processes 
and to counter potential adversary attacks on 
vulnerable AI methods.

The deployment of AI in military warfare presents 
significant ethical, legal, and moral dilemmas, raising 
concerns about accountability, responsibility, transparency, 
and the potential for escalation, miscalculation, and 
unintended consequences in complex and dynamic 
environments. To address these challenges, NATO has 
formulated an AI strategy, outlining six key principles:

1.  Lawfulness: Adherence to all applicable laws, 
regulations, and policies.

2.  Responsibility and Accountability: Those involved in the 
design, development, deployment, or operation of AI 
systems must remain accountable for their functioning 
and impacts.

3.  Explainability and traceability: The processes employed 
in the development and training of AI models must be 
meticulously documented and auditable.

4.  Reliability: AI systems must consistently produce reliable 
and robust results, resistant to manipulation or errors.

5.  Governability: The use of AI must remain under human 
control, with the capability to intervene in automated 
processes as necessary.

6.  Bias mitigation: Rigorous efforts must be undertaken 
to minimize unwanted bias in the development and 
deployment of AI systems.

The Technology Readiness Level (TRL) of generative artificial 
intelligence (AI) systems is generally assessed to be between 
TRL 7 and TRL 8. This assessment indicates that prototypes 
of generative AI systems are currently operational and 
demonstrate their functionality in relevant environments. 

While significant advancements have been made in areas 
such as large language models, opportunities remain 
to further enhance accuracy, coherence, and creativity. 
The substantial computational resources required for 
the training and deployment of large-scale generative AI 
models necessitate advancements in both hardware and 
software infrastructure. Moreover, the quality and quantity 
of training data significantly impact the performance 
of these models, highlighting the importance of access 
to high-quality datasets for developing robust and 
reliable systems. As ongoing research addresses these 
technological challenges, we can anticipate the emergence 
of more sophisticated and impactful generative AI 
applications in the few coming years.

Major General Dominique 
Luzeaux, Dr. Hab. 
Digital Transformation Champion 
and Special Advisor to SACT
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Breakthroughs in AI have driven innovation across various domains, especially in machine 
learning (ML), deep learning (DL) or natural language processing (NLP), and automating basic 
functions (speech-to-text tools, contextualized translation, summarization).

China 
China strives for global AI dominance by 2030.28 Chinese 
sources claim the country’s core AI industry reached a 
market size of 578.4 billion RMB while growing at 13.9% 
in 2023.29 China’s “military-civilian fusion” program drives 
advances in robotics and autonomous technologies by 
integrating civilian innovations into military applications. 
This top-down strategy aligns national security goals 
with targeted productivity plans at both national and 
local levels.30 China produced the highest number of 
publications on AI in 2023,31 narrowly outpacing the US 
with 12,450 publications on generative AI compared to 
the U.S.’s 12,030.32  

Global trends  
in AI R&D

Key takeaways

• Market leader in AI R&D

• Leader in private investment volume in AI

• Considerable number of start-ups in the field

• Substantial investment by the government (DoD)

Key takeaways

• Strong government support

• Aims to become the dominant power 
in AI by 2030

• Leader in scientific publications 
on generative AI

United States
The United States is the dominant power in AI R&D, 
backed by increased AI-related funding from the 
Department of Defense (DoD), from $190 million in 2022 
to $557 million in 2023.24 The DoD’s November 2023 AI 
Adoption Strategy aims to integrate AI across military 
functions.25 It requires the alignment of strategic 
objectives with training the workforce for appropriate AI 
use.26 The synergy between government and the private 
sector has kept the US at the forefront of technological 
advancements ahead of China and Russia. 

Finally, in January 2025, the US government announced 
“The Stargate Project”, a private joint venture involving 
OpenAI, Oracle and foreign investment funds, aiming 
to invest up to $500 billion over the next four years in 
infrastructure for AI. The objective of this project is to 
ensure the country’s independence, but also to assert its 
supremacy in the field of AI, by mastering the necessary 
physical infrastructures. 27
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EU
The EU is striving to progressively increase AI 
investment and R&D through the European Defense 
Fund (EDF). The EDF supports a €100 million 
program for an AI-enabled drone equipped with 
advanced intelligence and €25 million for military 
5G networks.37 National initiatives complement 
EU-level efforts. France, for example, plans to deploy 
Europe’s most powerful supercomputer in 2025 to 
boost defense AI capabilities.38 Moreover, the French 
Ministry of Armed Forces allocated €2 billion to 
the development of AI for national security,39 and 
created the Agency for Defense Artificial Intelligence 
(AMIAD) in 2024. However, Europe’s private sector 
is much less developed than its American or Chinese 
counterparts, and relies on a few major start-ups, 
such as Germany’s Helsing which specializes in 
AI-based defense software.40

Key takeaways

• Priority given to the military sector 

• Strong government coordination of R&D efforts 

• Suffering from insufficient fundings, corruption, 

and inefficiency 

Key takeaways

• Increasing investments from the EU

• Development of national initiatives to boost R&D

• An ecosystem hampered by a small number 

of major start-ups 

Russia 
Russia is prioritizing AI investments to accelerate 
military modernization. The Ministry of Defense’s 
Main Directorate for Innovative Development (GUIR) 
coordinates a network of research institutes, techno-
parks and innovation centers to promote dual-use 
technologies.33 Since 2021, GUIR has launched over 
500 initiatives in command systems, unmanned 
vehicles and cyber operations. Russia’s AI programs 
are smaller in scale than those of the US or China, 
and constrained by insufficient funding, corruption 
and inefficiency.34 These structural problems limit 
Russia’s ability to take full advantage of emerging 
technologies, even when there is a focus on specific 
areas, primarily electronic warfare and psychological 
operations.35 Since its invasion of Ukraine in 2022, 
Russia has put its AI capabilities to the test in combat 
situations, particularly in geospatial intelligence, 
unmanned missile operations, military training, 
and cyber warfare.36 
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Increasingly “intelligent” AI-powered systems require more 
secure architectures. Post-quantum cryptography (PQC) 
is emerging as a key protection measure, supporting the 
ongoing transformation of Europe’s security and defense. 
As AI continues to reshape these domains, PQC ensures the 
security of the digital infrastructure supporting AI and other 
critical systems. It addresses the risks posed by advances 
in computational power, including quantum computing, 
protecting sensitive communications and systems from 
future threats. While AI is already a key enabler in security 
and defense, quantum computing remains in its early stages, 
with practical applications only beginning to emerge. The 
evolution of quantum computing underscores the urgency 
of adopting PQC to guarantee the long-term protection of 
key digital systems and communications. 

Quantum computing leverages principles from 
quantum mechanics (a branch of physics), notably 
the unique behaviors of subatomic particles 
such as electrons and photons, to enable new, 
extremely powerful computing architectures.

Source: Information Technology 
and Innovation Foundation

Source: Information Technology 
and Innovation Foundation

Shaping security for   
 the quantum age  

Instead of processing information using binary 
bits of ones and zeros, quantum computers use 
“quantum bits” (qubits) which utilize superposition 
and entanglement to operate in multiple states at 
once. This allows quantum computers to store vastly 
more information than binary systems.
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Security in the  
quantum age

Quantum computing (QC),41 with its enhanced 
computational power far exceeding that of classical 
computers, promises to solve complex problems in 
unprecedented ways.42 

Its anticipated uses range from the creation of new 
materials, pharmaceuticals, precise financial predictions,43  
traffic optimization or energy transport, to name but a few. 
Quantum technology could also help secure cyberspace 
by creating theoretically unbreakable exchange networks. 
Conversely, cybercriminals using quantum algorithms could 
break current encryption systems in just a few hours. QC 
is expected to see initial applications by 2030-2035.

As quantum computation capabilities progress, post-
quantum cryptography (PQC) has emerged as the 
primary solution to secure digital infrastructure against 
quantum threats. PQC,44 also known as quantum-resistant 
cryptography, will be essential to protect against quantum 
threats that could compromise existing cryptographic 
methods.45 Unlike quantum key distribution (QKD),46 PQC 
does not rely on quantum mechanics, making it well-
developed, commercially available, and already undergoing 
standardization in the U.S. Today’s main concern is “harvest 
now, decrypt later” attacks, where encrypted data is 
captured and stored today in the hope of decrypting it 
once quantum computers are powerful enough.47 With 
the looming threat of all encryption methods becoming 
obsolete,48 it is vital to prioritize the development and 
integration of PQC to secure Europe’s sensitive data 
and communications. 

As quantum technology progresses, its applications 
become increasingly tangible across various sub-domains. 
There remain significant challenges in transitioning from 
research to practical deployment. Quantum computing, 
while demonstrating specific advantages, faces major 
obstacles in error correction and scalability,49 delaying 
breakthroughs critical for military and cryptographic 
implications50 by at least a decade. Military applications of 
quantum technologies remain speculative, requiring further 
maturation and analysis of their operational potential. As a 
2020 RAND report concluded, “some niche applications of 
quantum computers are being explored that may become 
useful within the next few years, but the most important 
applications (such as breaking decryption) are likely at least 
ten years away.”51

“NATO is spending a lot of time 
raising awareness among Allies on 
the consequences of having part 
of their cryptography obsolete 
for command and control.”

Dr James Appathurai
Assistant Secretary General for Innovation,  
Hybrid and Cyber, NATO

PQC is a priority today, and after 
the standards are released by NIST 
this summer, there is no good reason 
to delay migration any longer.”

Julian van Velzen
Head of Capgemini’s Quantum Lab
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Technology TRL Horizon

Sensing & imaging

Quantum inertial navigation 4-5 2025-2030

Quantum clocks 4-6 2030

Quantum radar 1-2 None

Quantum RF antenna 4 2025-2030

Quantum magnetic and gravity sensing 5-6 2025

Quantum imaging 5 2025-2030

Communication & cryptography

Quantum key distribution 7-8 2025

Post-quantum cryptography 7-8 2025

Quantum communication network 1-3 2030-2035

Computing & simulation Quantum computer 4-5 2030

Technology Readiness Level (TRL) and time horizon expectations
Source: Krelina (2021)

Quantum memory
 
The number of qubits of  
memory computers have.

Critical factors in quantum computing advancements 

Information loss
 
The extent of “noise” during 
operations, understood as the 
information loss that increases 
computational errors.

Quantum stabilization
 
The measure of how long 
qubits maintain their state 
before losing information.

The following table presents a broad overview of the sub-areas of quantum technology, 
with Technology Readiness Level (TRL)52 and time horizons, for context:
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Challenges and mitigation strategies 
 
Key challenges to the integration of PQC and quantum technologies development in defense and security 
can be tackled by a number of mitigation strategies, structured in four main categories: cybersecurity and 
supply chains, data, and expertise and human resources.

Domain Challenge Mitigation strategy

Cyber security Uncertainty of adversary  
quantum mastery

Prevalence of asymmetric 
cryptography

Uncertainty about the 
impact of quantum 
technologies on the security 
and defense industries

• PQC adoption in governmental and strategic 
industries’ systems

• Standardization efforts to safeguard cybersecurity 
standards overtime

• Development of transition roadmaps  
for PQC adoption

• Impact assessment on strategic  
industries/infrastructures

Supply chain 
security

Safeguard strategic  
subcomponent providers

• Support strategic industries that are technological 
enablers for quantum technology development

• Increase domestic capacity in providing these 
strategic components

Operationalization Integration with legacy 
military systems

Risk of operational 
disruption

• Assessment of potential impact  
and vulnerabilities

• Assessment of adversaries  
technological development

Expertise and 
Human Resources 

The number of researchers 
or publications does not 
directly lead to more 
patents or reflect a thriving 
start-up ecosystem 

• Maintain high degree of public support

• Centralization effort to avoid duplications  
in quantum computing R&D

• Support private investment

• Have a patent strategy

• Support domestic research
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Quantum computing faces critical challenges which 
require timely and strategic mitigation to ensure secure 
and seamless adoption. An important concern is the 
cybersecurity threat it poses. While quantum computing 
is still in its infancy, as is mastering millions of logical 
qubits, the threat of “harvest now, decrypt later” is of 
urgent concern. Most modern cryptographic algorithms, 
which rely on the complexity of mathematical problems 
(public-key, asymmetric cryptography) or the obstacle of 
finding the exact private key (symmetric cryptography), are 
vulnerable to attacks by quantum computers.53 Asymmetric 
cryptography, widely employed in applications such as 
VPNs, email encryption, digital signatures, and online 
communications, will be particularly vulnerable to quantum 
attacks as quantum computers are expected to solve 
complex mathematical problems within the next decade.54 
As the threat grows, calls for immediate PQC adoption 
are increasing, and the U.S. is already taking the lead 
through NIST. Specialists express concern about the 
lack of standardization cooperation within NATO and 
between the EU and the US, especially for industries 
requiring secure long-term data storage.

As in the case of AI, supply chain security is a critical 
issue which should urgently be addressed.55 Europe is an 
important producer of key technological components such 
as lasers, which are foundational to quantum computing. 
To secure Europe’s supply chains, strategic industries (semi-
conductors, photonics, cryogenics, precision sensing) which 
are technological enablers for quantum technology should 
be supported. An EU-wide quantum industry strategy 
aiming to increase domestic capacity in the production of 
critical components would reduce dependency on external 
suppliers, strengthen Europe’s position in the quantum 
technology ecosystem. Safeguarding key production 
capabilities could strengthen transatlantic quantum 
cooperation, promoting greater innovation.

The operationalization of quantum technologies is 
uniquely challenging because their practical applications 
in defense are yet to be fully characterized. Integrating 
these emerging capabilities with legacy military systems 
is a complex process fraud with vulnerabilities and risks 
operational disruption. To address these challenges, 
a rigorous assessment of potential impacts and 
vulnerabilities is essential. Fostering research collaboration 
at NATO level could enhance efficiency, while monitoring 
and evaluating the technological advancements of 
adversaries will help anticipate risks and inform strategic 
decision-making. By proactively addressing uncertainties, 
defense stakeholders can ensure that quantum 
technologies are integrated effectively when they mature, 
while maintaining operational readiness and resilience.

Building expertise and human resources in quantum 
technologies will require more than simply increasing 
the number of researchers or publications. After all, 
these metrics do not necessarily translate into patents or 
a thriving start-up ecosystem. To address this, it is vital to 
maintain strong public support for quantum R&D, combined 
with efforts to centralize R&D and minimize duplication. 
Expanding industry-led internship and professional 
development programs, and ensuring more efficient and 
rapid patent applications, could further foster innovation 
and protect intellectual property. Strengthening 
transatlantic collaboration in workforce development 
can help address the talent gap and create a stronger, 
interconnected quantum ecosystem.56 Additionally, 
sustained support for domestic research is essential to 
develop a skilled workforce and establish a dynamic quantum 
start-up ecosystem which can serve as an incubator for 
long-term growth and technological leadership.

NATO has established the  
ransatlantic Quantum Community,  
a unique and innovative structure  
that brings together academics, 
industry, and government 
representatives to foster quantum 
technologies development.”

Dr James Appathurai
Assistant Secretary General for 
Innovation, Hybrid and Cyber, NATO

We need to align academic research 
with defense priorities and create 
better incentives for talent to 
contribute to the military sector. 
Partnerships with startups and 
academic institutions could help 
bridge this gap.”

Julian van Velzen
Head of Capgemini’s Quantum Lab
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NATO’s view  
on quantum   
 technologies

In late 2023, NATO ratified a Quantum Strategy that 
establishes a framework to position the Alliance as  
quantum-ready. Current endeavors are centered on  
forming a quantum community.

The overarching objective is to harness the potential of 
quantum technologies while mitigating associated risks. 
The strategy underscores the transformative and disruptive 
implications of quantum technologies, with a particular 
emphasis on:

1.  Quantum Sensing for Positioning, Navigation,  
and Detection:  
Quantum sensors, distinguished by their exceptional 
precision, resolution, and sensitivity, have the potential 
to revolutionize future battlefields. By enabling sensing 
and surveillance capabilities across various domains 
and conditions (day/night, adverse weather, GNSS 
outages), they offer a significant advantage. Additionally, 
techniques such as ghost spectroscopy, which leverages 
quantum principles to extract spectral information 
without direct light interaction, are particularly 
valuable for detecting faint or elusive objects, 
such as CBRN materials.

2.  Quantum-Safe Communications and Networking:  
The integration of Quantum Key Distribution (QKD) 
and post-quantum encryption offers robust security 
for communications and networks. QKD, along with 
complementary technologies like Quantum Random 
Number Generators (QRNG), and potentially future 
entanglement-based networks, can underpin secure 
communications, facilitate interconnections between 
quantum computing centers, and enable advanced 
networking capabilities.

3.  Quantum Information Science (QIS): 
QIS encompasses the research and development 
of quantum computers (QCs) and their associated 
software ecosystem, including algorithms, cryptography, 
programming languages, modeling, simulation, and 
diverse knowledge applications. Quantum computers are 
designed to tackle computationally intensive problems, 
excel in modeling and simulation, and significantly 
enhance decision-making and operational effectiveness 
within NATO operations. Future advancements in 
quantum computing may lead to the development 
of a Cryptographically Relevant Quantum Computer 
(CRQC), capable of compromising current public-key 
cryptography and more efficiently attacking systems 
reliant on short symmetric keys. 

The Technology Readiness Level (TRL) of quantum 
technologies varies depending on the specific application. 
Most are currently considered to be at TRL 3 (proof of 
concept) to 6 (system/subsystem model or prototype 
demonstration in a relevant environment).

While significant strides have been made in quantum 
computing, a fully functional, universal quantum computer 
that can solve complex problems beyond the reach of 
classical computers is not yet available. Noisy intermediate-
scale quantum computers could be available by 2030, 
optimized for specific classes of algorithms. Full-scale fault 
tolerant computing should not be achieved before 2040.

Major General Dominique Luzeaux, Dr. Hab. 
Digital Transformation Champion and Special 
Advisor to SACT
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Global trends in 
quantum and  
post-quantum 
cryptography R&D

Key takeaways

• Market leaders in quantum computer development

• Leader in private investment

• Strong push for PQC standardization

• PQC migration plan incentives for government 
systems and critical infrastructures

United States
The United States currently leads the pack in quantum 
computing and sensing.57 Progress is primarily driven 
by collaboration among academic institutions, private 
enterprise, and government under the National Quantum 
Initiative Act (2018). The largest quantum computers have 
been built in the U.S. by leading companies such as Google, 
IBM, Honeywell, Microsoft, and heavyweights in a thriving 
start-up scene (IonQ, Rigetti, ColdQuanta, PsiQuantum). 
Through its active engagement in quantum standards 
development, the U.S. is able to influence global practices 
via the National Institute of Standards and Technology 
(NIST), which released the first three post-quantum 

encryption standards in August 2024.58 In November 2024, 
NIST published an initial roadmap for PQC transition, which 
evaluates the long-term viability of existing cryptographic 
algorithms. The roadmap clarifies that many current 
algorithms will be deemed deprecated after 2030 and be 
disallowed by 2035 for national security reasons.59 While 
the U.S. excels in quantum computing, its development of 
quantum communication systems lags behind China due to 
lower prioritization and market interest.60 
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Key takeaways

• Leader in research publications

• Important subcomponents provider

• Strong government support

• Decentralized approach risking 
duplication of efforts

EU
Alongside AI, biotechnology and advanced chips, the 
European Union recognized, in 2023, the critical character 
of quantum technologies.67 The EU’s approach to funding 
quantum technologies is decentralized,68 with investment 
stemming from national governments, the European 
Commission, and public-private partnerships. 

This collaborative strategy encourages Member States 
to engage in quantum research and innovation but risks 
duplication of efforts. The EU leads in public funding with 
nearly €10 billion announced as of 2023.69 The focus is on 
supporting start-ups, establishing a federated quantum 
infrastructure, and creating a coordinated action plan to 
prevent cybersecurity loopholes. 

The EU leverages its strong research capability70 and state- 
of-the-art technology capabilities. Indeed, the Union 
accounts for 44% of total patents granted in quantum 
computing and provides the U.S. with specialized 
components (e.g. lasers and electronics) mainly from 
Germany, France, Italy, Finland and Sweden.71 The EU 
however lags behind its global competitors in private 
investment, with $548 million recorded for the period 2001-
2023, compared to $3.58 billion in the U.S. and $745 million 
in the UK.72 EU Member States have recently acknowledged 
the importance of transitioning to PQC in a joint statement 
of 18 national cyber security agencies.73

China 
China has prioritized quantum communication61 
and computing among its top three national research 
goals since 2016.62 China leads the world in quantum 
communication with over $15 billion in government 
funding, surpassing other countries despite lower private 
sector investment.63 In 2016, it launched the Micius 
satellite, the first to enable quantum communication 
with the ground, and established a vast fibre-optic 
network for QKD in what is considered a step towards 
advancing a large-scale quantum network.64 Micius 
served as a relay for a first-ever quantum encrypted 
intercontinental video conference between Vienna 
and Beijing in 2017, demonstrating a major milestone 
in the development of a global satellite-based 
quantum internet.65 While China’s quantum ecosystem 
is dominated by state-owned companies and large 
technology firms such as Huawei and Tencent, the 
number of Chinese start-ups in the quantum field 
has gradually increased as well.66

Key takeaways

• Leaders in quantum communication  
development and testing

• Strong government support

• Highly concentrated technological ecosystem
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Lt. General Stefano Cont  
Capability, Armament and Planning Director,  
European Defence Agency

Accelerating innovation: a blueprint 
for transformative technologies

The European Defence Agency provides support to 
Member States to enable collaborative capability 
development as well as defense research, technology, 
and innovation to prepare the future of EU defense. EU 
capability development tools include proposals for next 
generation capabilities, for instance via the Capability 
Development Plan (CDP) and the Coordinated Annual 
Review on Defense (CARD,) and leverage work related to 
the Action Plan on emerging and disruptive technologies 
(EDTs) for defense applications linked with AI and PQC.

The successful development of the Hub for EU Defence 
Innovation (HEDI) to develop demonstrators and 
experimentation could be further enhanced by promoting 
a risk-tolerant strategy designed to push the boundaries 
of technology and foster groundbreaking advancements. 
It could operate by funding high-risk, high-reward 
projects which traditional funding mechanisms may avoid, 
emphasizing the pursuit of transformative rather than 
incremental innovation (DARPA-like approach). 
A combination of visionary ambition, the freedom to 
explore unconventional ideas and an adaptive funding 
mechanism may better position EDA to tap into the 
innovation potential that exists in the European Defence 
Technological and Industrial Base (EDTIB) and beyond, 
thus driving technological breakthroughs, with greater 
expected impact on defence capabilities, closer and faster 
to the military end-user.

AI and quantum  
 technologies at the 
service of democratic 
stability and security

From neutral to purposeful: application 
defines dual-use technologies

The concept of dual-use technologies refers to innovations 
which can be applied for both civilian and military purposes. 
A dual-use technological approach demonstrates how a 
fundamentally neutral innovation can take on different 
characteristics depending on its application. 

Such technologies, agnostic in their essence, can be 
employed in civilian contexts then adapted to military 
uses. The key to their characterization lies not in the 
technology itself but in the intent and purpose of its 
application. This underscores the necessity for the Agency 
to continue cooperating with other EU institutions, bodies, 
and agencies in all relevant activities related to dual-use 
technologies. These two reflections may be instrumental 
for the preparation of the EU White Paper on the Future 
of European Defence.
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Strategic 
recommendations
The challenges linked to secure building blocks and uses 
of AI and quantum computing are substantial and far-
reaching. Transversal and multi-dimensional by nature, 
they cannot be effectively addressed in isolation, but 
require a whole-of-government, whole-of-society 
approach. Political and regulatory action will be essential 
to develop a solid, reliable framework to drive innovation 
while safeguarding the future. 

With the advent of software-defined defense the military 
will have to rethink doctrine, execution of operations 
and adapt procurement strategies to evolving realities. 

The industrial sector has an equally pivotal role to play in 
providing expertise, working hand-in-hand with end users 
to provide them with the platforms and systems needed 
in an AI-driven, post-quantum setting.

Charting a secure path to the future, the following 
recommendations are aimed at Europe’s political,  
military, and industry leaders and span key areas such 
as data management, training, testing, expertise, and 
procurement. Recommendations are structured according 
to three overarching objectives:

Enhance  
trust and 

 interoperability

Strengthen  
technological  
sovereignty

Accelerate  
innovation  

and integration
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Strengthen technological sovereignty

Accelerate innovation and integration

Target Audiences

Target Audiences

Increase domestic production of critical components to reduce 
external dependencies

Task an EU agency to coordinate and centralize expertise, streamline 
adoption, and drive standardization in emerging technologies

Improve the training and anticipate the need for security and 
defense workforce in line with the requirements of a rapidly 
evolving technological landscape

Adopt a balanced approach between risk-tolerance and ethics 
to testing and integrating emerging technological solutions

Adapt procurement procedures and design and manufacturing 
processes aligned to the short development cycle of software 
and AI-defined capabilities

Train and develop AI systems with realistic, high-quality 
synthetic data

Enhance trust and interoperability Target Audiences

Develop a transatlantic “common data strategy” 
to facilitate the sharing of AI training data

Develop a Transatlantic shared approach to AI 
and quantum ethical development and use

Establish a standardized, robust AI development and 
management framework for interoperability between 
partner countries

Key Armed forces Policy-makers Defense industry
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For NATO, this is a once in a 
generation chance to address one 
of its top priorities: accelerating 
the adoption of new technologies. 
NATO is leaning in hard, engaging 
with industry and innovation 
leaders, to develop a set of 
proposals that will substantially 
enhance the speed of adoption.”

Dr James Appathurai 
Assistant Secretary General for Innovation, 
Hybrid and Cyber, NATO

Accelerate innovation  
and integration

HOW

Adopt a balanced approach between 
risk-tolerance and ethics to testing 
emerging technological solutions.
European military forces should embrace the testing  
of emerging technological solutions that are not yet 
fully matured. This willingness to experiment with 
“imperfect” solutions can provide valuable operational 
insights which will likely better guide further R&D 
efforts, and thus accelerate the adaptation of cutting-
edge technologies to meet operational needs. AI and 
software factories—a framework designed to efficiently 
develop, scale, and operationalize AI use cases while 
enabling the agile creation of new AI applications—
could offer a way forward for defense organizations.

END GOAL

Speed up development processes



32 Safeguarding Europe’s Security in the age of AI

HOW

Decentralize innovation and put 
the end-user front and center
Military stakeholders, such as battalion and brigade 
commanders, should be encouraged to engage directly 
with industry, including start-ups and non-traditional 
defense players, to generate a direct feedback loop. 
The Ukrainian army exemplifies how enabling local 
commanders to directly work with innovators in real-
time can lead to quick integration of technology and 
deployment in the field, showcased by Ukraine’s use 
of autonomous drone swarm operations, open-source 
intelligence, battlefield and intelligence data analysis 
and AI-driven training simulations.74

Another advantage would be to familiarize the military 
with the economic realities of industry. Adopting 
iterative development and testing encourages active 
involvement of the military sector in the crucial early 
innovation stages. This way, user requirements can be 
fine-tuned according to the military’s experience in the 
theatre of operations, which greatly increases the 
chances of a capability development program being 
brought to high maturity.

HOW

Train and develop AI systems with 
realistic, high-quality synthetic data. 

Synthetic data sets replicate real-life data without 
compromising sensitive information. It offers a solution 
to the lack of structured classified data for specific 
military operational scenarios. For certain operational 
scenarios, no real-life data exists (yet), and synthetic 
data could bridge the gap.

Using synthetic data would allow continuous, tailored 
AI training and testing. By leveraging synthetic data, 
armed forces can accelerate innovation, overcome 
data scarcity, and maintain a technological edge while 
safeguarding interoperability.

END GOAL

Improve AI defense systems’ efficiency

HOW

Adapt procurement procedures to  
the short development cycle of  
information technologies.  
The speed of innovation cycles, particularly in AI  
and software development, has outpaced current 
procurement procedures—shifting from decades 
to just a few years. This mismatch poses a risk to 
Europe’s operational readiness and effectiveness 
in an increasingly fragile world.

END GOAL

Speed up procurement processes The conflict in Ukraine has shown  
that technological innovations can  
be adopted within six to twelve 
weeks, highlighting the need for 
faster adoption cycles.”

Dr James Appathurai 
Assistant Secretary General for Innovation, 
Hybrid and Cyber, NATO
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Strengthen  
technological sovereignty

HOW

Increase domestic production 
of critical components to reduce 
external dependencies.  
The EU should invest in manufacturing capacity of essential 
components, such as quantum processors, semiconductors, 
and data infrastructure to reduce its dependence on 
overseas manufacturing hubs. The conflict in Ukraine laid 
bare the vulnerabilities of supply chains. These threaten 
Europe’s high-tech industry and the very development of 
AI and quantum technologies. Italy’s strategy of offering 
billions in incentives to attract foreign high-tech 
manufacturers is paying off, with Singapore’s Silicon Box 
setting up a factory in Piedmont. This approach could 
inspire similar efforts in other EU countries in a crucial 
step towards more European technological sovereignty. 

END GOAL

Secure strategic productions

HOW

Task an EU agency to coordinate 
and centralize expertise, streamline 
adoption, and drive standardization 
in emerging technologies.
This new or readily existing agency could provide clear 
guidelines, milestones, and timelines—such as preparing 
for critical transitions like the migration of security 
systems to PQR as in the US—along with certifications 
and training. The agency could help consolidate and 
effectively distribute financial resources towards AI and 
quantum R&D. This would make European funding more 
effective by shifting from many small programs to fewer, 
more focused initiatives, leveraging the EU’s extensive 
expertise and helping improve its global standing in 
the AI and quantum fields.

END GOAL

Speed up EU-wide technological 
adoption and PQC migration

HOW 

Improve the training and anticipate the 
need for security and defense workforce 
in line with the requirements of a rapidly 
evolving technological landscape.  
Security and defense personnel should be provided with 
rigorous and continually updated specialized training. 
Besides the traditional military field craft of maneuver  
and tactics and new dimension of so-called tech craft,  
the knowledge about emerging and digital technologies  
and the ability to leverage them and impact operations 
becomes equally important. Upskilling programs and 
academy approaches as well as new ways for strategic 
personnel planning can help close the skill gap in defense 
organizations. Establishing dedicated units and roles to 
oversee the use of emerging technologies like AI and 
quantum computing could furthermore help in providing 
staff with guidance and accountability.

END GOAL

Reduce dependency on foreign 
specialists, minimize operational 
errors, and mitigate potential risks 
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Enhance trust and 
interoperability

HOW 

Develop a transatlantic “common 
data strategy” to facilitate the 
sharing of AI training data.
NATO allies should adopt a common transatlantic 
training data strategy to address critical barriers like 
classified data access and the overall quality of available 
data for training AI models, while also embracing new 
cryptography solutions based on homomorphic 
encryption and data sharing.

As nations advance their own 
capabilities, ensuring seamless 
communication and interoperability 
between systems is essential to 
sustain operational cohesion and 
effectiveness” 

Dr Bryan Wells 
NATO Chief Scientist

END GOAL

Strengthen “AI assurance” 
within the Alliance

HOW 

Establish a standardized, robust 
AI development and management 
framework for interoperability 
between partner countries. 
European defense stakeholders should ensure that 
AI models can be explained to politicians and citizens. 
The framework should include a thorough threat 
assessment early in the process to identify risks, 
mitigation needs, and project viability while guiding 
subsequent steps like testing and data security. The 
model should be regularly monitored and adapted 
to changing conditions or adversarial responses for 
continuous improvement. Together, these practices 
will ensure AI systems remain effective, secure, and 
reliable throughout their lifecycle.

END GOAL

Ensure interoperable AI defense 
systems at NATO level 

HOW 

Develop a transatlantic shared 
approach to AI and quantum 
ethical development and use. 
Transparency is the bedrock upon which to build trust in 
new technologies. European leaders should ensure that 
the permissible use cases and the ways new technologies 
are integrated into military systems are clearly 
communicated. In the case of AI, for example, this 
requires AI systems to be trained according to clearly 
established rules, regulations, and ethical considerations. 
This ensures political accountability in democratic 
systems, allowing verification that armed forces and 
their use of AI align with established principles, which 
in turn can help boost trust in the AI models used.

END GOAL

Establish harmonized guidelines on 
the use of AI in security and defense
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Conclusion: software 
eats defense is the 
new reality

As software and AI increasingly drive innovation in defense 
and permeate military capabilities, creating intelligent and 
secure defense systems becomes a critical priority for a 
robust digital backbone. Against this backdrop, this report 
focuses on two interconnected challenges of this paradigm 
shift: the need to enhance AI security while simultaneously 
strengthening quantum-secure communication, in order 
to unlock the potential and transformative power of 
increasingly software-defined capabilities. Indeed, NATO 
has called this a “once-in-a-generation chance” to accelerate 
the adoption of transformative technologies.

By reimagining how defense organizations operate, 
innovate, design, and integrate novel technologies, new 
capabilities can be deployed swiftly, making a significant 
impact on the operational environment. However, AI 
systems should be secured against emerging vulnerabilities, 
while communication networks and the entire technology 
stack should be made quantum-secure now.

Meeting these needs, however, requires a holistic approach, 
from strategy and design through testing, training and full 
end-to-end transformation. Capgemini’s deep expertise 
in both digital technology and physical engineering, 
strengthens the design, development, and implementation 
of intelligent and secure solutions across the whole defense 
value chain; from the theatre to the production shop floor. 
A safer world cannot rely on the efforts of a single 
government, defense supplier or technology company.  
It demands an ecosystem approach where each stakeholder 
contributes to innovation and progress.

By collaborating with a broad network of defense 
organizations, startups and leading technology firms, 
Capgemini offers a cohesive platform for transformation. 
This interface simplifies solution delivery, speeds up 
deployment and supports the rapid development 
and secure integration of software- and AI-defined 
capabilities, ensuring maximum impact where it matters 
most. To address our new reality of software-defined 
defense, we believe in adopting an approach that 
seamlessly integrates the digital and physical worlds, 
building smart, intelligent capabilities to safeguard our 
way of life and deter future conflicts.  

This is not a challenge for the future—it requires our 
attention and action today. We are dedicated to supporting 
the defense sector in its mission to adapt, innovate and 
create a safer, more resilient future. Our European heritage 
also drives our strong commitment to the defense of the 
continent we share.
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