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In organizations today, AI has yet to reach maturity: only 13% of 
 companies have implemented AI on an industrial scale.1 However, while 
its use may not be widespread, the fact remains that AI consumes 
energy like any other technology and will do so once it is a mature 
technology that is routinely used across organizations:
• AI needs large volumes of data in order to learn the behaviors 

needed for automated response. Machine learning algorithms 
based on mathematical models rely on sampling or “training” data 
to make predictions or decisions without being explicitly 
 programmed to do so. It is through training that an AI application 
becomes “intelligent.”

• Training smart systems in this way can require considerable 
 processing power, depending on the number of operations to be 
performed. 

This is where the carbon footprint cost can emerge:
• Researchers at the Allen Institute for AI have calculated that trai-

ning an AI system to generate or recognize words and sentences 
similar to human language (NLP) can result in as much carbon 
dioxide as five American cars over their lifetime (including the 
manufacture of the car itself).2 

• Driving AI innovation and new levels of performance can come at a 
cost: performance gains are achieved through a larger volume of 
data, and therefore from larger models and more calculations.3 In 
May 2020, OpenAI announced the largest AI model in history. Known 
as GPT-3, it took months of training and has 175 billion parameters!4

Given that AI, like any other technology, 
requires an energy supply, how do we assess its 
impact on the organization’s carbon footprint? 
Careful attention is needed to separate the 
myths attached to AI’s energy impact and the 
actual reality.

1 Capgemini Research Institute, “The AI-powered enterprise: Unlocking the potential of AI at scale,” July 2020.
2 MIT Technology Review, “Training a single AI model can emit as much carbon as five cars in their lifetimes,” June 2019.
3 Arxiv.org. (n.d.) Speed/accuracy trade-offs for modern convolutional object detectors.  
Retrieved from https://arxiv.org/pdf/1611.10012.pdf
4 Le Monde, “GPT-3, l’intelligence artificielle qui a appris presque toute seule à presque tout faire,” November 2020.
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The energy impact of business AI:  
reality check 

But to build a precise picture of the energy consumption of AI in 
 business, we need to bear in mind a number of reality checks: 
There are many ways to implement AI and some projects do not involve 
the training of models. In fact, they only require a dozen parameters to 
be adjusted. Thanks to statistical and descriptive analyses – coupled 
with a good understanding of business  requirements – it is now pos-
sible, using techniques such as  regression or clustering, to achieve a 
range of goals, from  optimizing warehouse stock to detecting fraud in 
finance or public services. In our recently published research, we tried 
to ascertain the GHG footprint of some of the popular AI use cases. Our 
analysis shows, for instance, that the GHG emissions produced in 
training and executing these AI systems amount to only a few kilograms 
(1–10) of CO2 equivalent.5 This is very small in comparison with the 
overall GHG emissions of large organizations which typically range in 
millions of tons of CO2 equivalent per year. We must keep in mind that 
the need to train complex models only applies to a few of the AI solu-
tions now deployed at scale. When more complex neural network 
techniques must be used – such as in image recognition – the models 
used are often open source ones that have already been trained. 
Transfer learning techniques are then applied so that the results ob-
tained with the training data are adapted to the client’s data. This 
means you can avoid the need to retrain a model. This technological 
“recycling” helps to limit the impact on energy resources of a massive 

5 Capgemini Research Institute, “Climate AI: How artificial intelligence can power your climate action strategy,” 
November 2020.

The need to train complex models only 
applies to a few of the AI solutions now 
deployed at scale. When more complex 
neural network techniques must be used – 
such as in image recognition – the models 
used are often open source ones that have 
already been trained."
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deployment of artificial intelligence projects in companies.

Broadly speaking, AI solutions, digitization, and increasing data volumes 
(including the production of new data) rightly raise questions about the 
future energy impact of tech and data innovations. But one reality is 
clear: the carbon footprint of technologies does not follow the same 
growth curve as data volume,6 not least because significant advances in 
energy efficiency have helped to limit the impact.

Towards “sustainable AI” and a convergence of 
technological and ecological transitions 

With a clear sense of what is myth and reality in terms of AI’s energy 
impact, we can turn to the bigger question: how can we accelerate the 
age of green AI. Researchers and engineers around the world are 
working to optimize the energy consumption of AI solutions. This 
ambition is driven by a clear purpose: for AI to achieve the same level of 
performance as human intelligence (i.e., being capable of performing 
thousands of trillions of operations per second) while only consuming 
20 watts of energy.7 

There are many initiatives underway to achieve that goal: 
• A new eco-designed chip to meet the high demands of deep neural 

network model computation with more efficient energy 
 consumption.8

• Using innovative and carbon-efficient methods for training and 
running certain neural networks to avoid default configurations 
that may not be optimal from an environmental standpoint. Several 
versions of reinforcement learning environments have been deve-
loped which reduce run-times significantly.9

• The availability of “mother” models that have already been trained. 
Researchers at MIT developed an AI system that improved the 
computational efficiency of the system in some key ways, cutting 
down the pounds of carbon emissions involved – in some cases, 
down to low triple digits.10

6 U.S. Energy Information Administration. (n.d.) Electricity in the United States. Retrieved from www.eia.gov/
energyexplained/electricity/electricity-in-the-us.php; Ericsson. (n.d.) A quick guide to your digital carbon footprint. 
Retrieved from www.ericsson.com/en/reports-and-papers/industrylab/reports/a-quick-guide-to-your-digital-carbon-
footprint. 
7 AI Impacts. (n.d.) Brain performance in TEPS. Retrieved from https://aiimpacts.org/brain-performance-in-teps/
8 IEEE Access, “FPGA-based Accelerators of Deep Learning Networks for Learning and Classification: A Review,” January 
2019.
9 Towards Data Science, “100% Faster Reinforcement Learning Environments with Cygym,” April 2020.
10 Massachusetts Institute of Technology, MIT-IBM Watson AI Lab, Shanghai Jiaotong University, “Once-for-all: train one 
network and specialize it for efficient deployment,” August 2019.
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• Making and using tools for the automatic reporting of consumption 
and impact measurements available as open source. For instance, a 
group of researchers from University of Montreal created a “Machine 
Learning Emissions Calculator” to estimate the environmental impact 
of training machine learning models. It takes into account the loca-
tion and energy grid of the servers used for training, the length of 
training, and the make and model of servers used in training to 
estimate the amount of carbon released in the atmosphere.11

As well as minding its own footprint, AI is also a transformational 
technology that has the power to positively influence sustainable 
development. With an almost 80% positive impact on sustainable 
development goals,12 AI is a critical technology in implementing climate 
strategies to reduce organizations’ greenhouse gas emissions by an 
average of 13%.13

This focus on positive outcomes for society as a whole reflects the 
importance of ethical AI. Key stakeholders – from governments to 
academic experts – agree on the need to adopt an ethical approach14 to 
trusted artificial intelligence. This means improving people’s lives while 
not exacerbating existing problems or creating new ones. In other 
words, the colossal power of artificial intelligence must be placed at the 
service of sustainable development.

This points to a reality where AI is used across the value chain to help 
companies achieve their sustainable goals: designing new environmen-
tally responsible products, calculating carbon impact from resource 
extraction to distribution, optimizing logistics, improving energy 
efficiency at factories and warehouses, and reducing inefficiencies and 
waste through the promotion of recycling and the circular economy.15

The reality is that while AI has an energy impact, the opportunity for 
ethical and green AI to drive a sustainable future far outweighs any 
immediate cost. 

Just as AI must be ethical, it must be sustainable. •

11 ArXiv, “Quantifying the Carbon Emissions of Machine Learning,” November 2019.
12 Nature, “The role of artificial intelligence in achieving the Sustainable Development Goals,” January 2020.
13 Capgemini Research Institute, “Climate AI: How artificial intelligence can power your climate action strategy,” November 2020.
14 European Commission. (n.d.). News. Retrieved from https://ec.europa.eu/info/news/artificial-intelligence-2019-apr-08_fr
15 Google APIs. (n.d.) ARTIFICIAL INTELLIGENCE AND THE CIRCULAR ECONOMY. Retrieved from  
https://storage.googleapis.com/gweb-sustainability.appspot.com/pdf/AI-and-CE.pdf
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